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Abstract—In the test case generation process of combinatorial testing, particle swarm optimization (PSO) is widely concerned for its simple implementation and fast convergence rate; however, it often falls into local optimum due to premature convergence. To attack this problem, a novel adaptive value measurement strategy is adopted by weighing the relationship between current test cases and historical test cases. The test case with the minimum average hamming distance is selected as the optimal test case, and the inertial weight linear differential decrease strategy is developed to ensure better inertial weight in different search stages, further to improve the capability of generating smaller covering arrays. In addition, we integrate the simulated annealing strategy into the improved PSO to improve the ability of particles jumping out of the local optimum, and an innovative approach for generating a better covering array is proposed. Experiments on 16 classical random strength covering arrays suggest that our approach outperforms six other techniques in terms of effectiveness.
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I. INTRODUCTION

A NORMAL software testing process needs to test each module, but the extremely high testing cost has greatly increased the overhead of software development [1]. In some scenarios, there are too many influencing factors and parameter values within the software under test, resulting in a huge number of test cases and excessive testing costs for full coverage testing. For instance, in a version of web server, users can configure up to 213 options, and each can be assigned at least two values; if a full coverage testing is conducted, at least \(2^{213}\) test cases are required, which leads to the issue of combinatorial explosion. The combinatorial testing focuses on the software faults caused by the interactions among the inputs [2]–[4], [39]; to solve the above problem, fewer test cases are selected from the huge combination space to cover the interactions of the parameters, which can detect defects with a small number of test cases. As suggested by Kuhn et al. [5], more than three-quarters of software faults are caused by the interaction between any two parameters, and all software faults can be detected by the interactions among six parameters. Therefore, based on combinatorial testing, only a small set of test cases can be used to greatly reduce costs while obtaining higher fault detection effectiveness, which has also been further confirmed by the research on some open-source software [6], [7].

The idea of combinatorial testing originated from the design of experiment (DOE). In 1985, Robert utilized orthogonal Latin squares to generate covering array and test computer hardware and software; thus, the combinatorial testing technique was proposed. With the dramatic development, combinatorial testing has become an effective software testing technique [40], [41], which has been successfully applied to many fields, such as input parameters, configuration, event-driven software, software product lines, concurrent programs, security, and mobile application [8]–[14]. The combinatorial testing technique has also been involved in the ISO/IEC/IEEE 29119 [15], and nearly 800 research papers related to combinatorial testing have been published, which can be divided into several categories, including modeling, performance optimization, fault diagnosis, etc., especially test case generation.

Specifically, to achieve the goal of generating test cases with greater coverage and smaller scale, three strategies have been proposed by researchers, i.e., greedy algorithms, algebraic methods, and evolutionary algorithms. Particle swarm optimization (PSO), a widely used evolutionary approach, has been extensively employed to generate test cases in the field of combinatorial testing due to its reliability and promise [42]–[44]. However, the effectiveness of PSO is significantly limited since it typically falls into local optimum, which reduces the overall performance of combinatorial testing.

It can be inferred that when using PSO to generate test cases in combinatorial testing, it is difficult to obtain the optimal solution due to premature convergence. Aiming at solving this problem, we propose a novel approach to improve the inertial weight of PSO, integrate PSO with the simulated annealing technique, as well as further develop a covering arrays generation approach that can generate covering arrays with arbitrary strength. Experimental results demonstrate that our strategy can substantially enhance the effectiveness of the original combinatorial testing technique.

The remainder of this article is organized as follows. Background and related works are given in Section II. We
introduce testing case generation based on inertia weight optimizations, the generation steps of covering array, as well as our novel PSO-SA strategy in Section III, followed by illustrating the experiments to compare the effectiveness of PSO-SA with the baselines in Section IV. Section V concludes this article.

II. BACKGROUND AND RELATED WORK

A. Combinatorial Testing

In 1979, there was already an introduction to the application scenarios of combinatorial testing in the book “The art of software testing,” which include decision table, equivalence class division, causality diagram, analysis of marginal value, etc. However, the testers found that the influence of the interactions between the parameters in the system cannot be detected effectively by using the above techniques, and new approaches need to be developed to deal with this problem.

The earliest approach in the field of combinatorial testing was proposed by Mandl in 1985 [16], which first applied the DOE to software testing, and proposed the issue of test space explosion, that is to say, testing a large number of parameters and values is very difficult. Since exhaustive testing cannot be achieved and random testing lacked theoretical basis [17], Mandl innovatively proposed the concept of combinatorial coverage between two parameters and used orthogonal Latin square to generate the test case set with effectiveness similar to exhaustive testing for the first time.

In 1985, Tatsumi et al. [18] conducted an in-depth exploration on combinatorial testing. He systematically explored how to find various parameters and values from the software system and generate test cases based on DOE. He specified that the number of values assigned to each parameter is generally not the same, and the combination coverage among various parameters only need to be covered once, which was called a combination table by Tatsumi et al. [18]. Furthermore, a systematic modeling technique of combinatorial testing was proposed.

In 1990, researchers at Bell Labs developed a combinatorial testing cases generation tool called AETG, which can provide online testing services. This work has pushed the research and application of combinatorial testing to a dramatic peak.

B. Test Case Generation

Test cases are the main basis of software testing and also a key factor of software quality assurance. The research focus of software testing is how to generate a set of test cases with greater coverage and smaller scale.

Combinatorial testing has made some application achievements in practice; however, there is still some work to be improved. Test cases generation is also the core issue of combinatorial testing research. To acquire smaller covering arrays, researchers have been exploring for decades to develop more significant techniques. The test cases generation of combinatorial testing is an NP-hard issue, and the type of test case set can be orthogonal arrays, k-dimensional covering arrays, incremental covering arrays, or covering arrays with variable strength. Currently, the widely used testing case generation techniques mainly include greedy algorithm, algebraic method, and evolutionary algorithm.

1) Greedy algorithm: It is specified that a local optimal strategy can produce the global optimal solution. Applying the greedy algorithm to test cases generation of combinatorial testing was first proposed by Cohe et al. [19]. They proposed a heuristic technique for generating test data based on pairwise covering, which generates test data according to the actual test requirements to cover the pairwise or multiple parameters of the system. In Bell Labs, this heuristic technique was integrated into a test data generation tool called AETG. Other well-known greedy algorithms are the TCG that integrates the parameter values sorting strategy [20], and the test data generation technique for covering pair combination based on parameters order [21].

2) Algebraic method: Kobayashi [22] and Williams [23], respectively, proposed two algebraic methods for generating test cases of pairwise combination, which are generally better than greedy algorithm and heuristic search algorithm. They construct a pairwise combination covering array based on some basic orthogonal arrays and feature blocks, the core idea of which is the overlap of basic components. However, there are some limitations in using orthogonal arrays to generate test cases. For instance, the size of test cases is affected by the number of parameters and candidate values, and the number of test cases may dramatically increase if the number of parameters and candidate values increases, making it impossible to conduct comprehensive testing.

3) Evolutionary algorithm: The use of evolutionary algorithms in test generation is another popular research area in recent years [24]. The application of genetic algorithms in covering arrays generation was explored by Ghazi et al. [25] in 2003, which demonstrated the feasibility of using genetic algorithms to generate covering arrays. In 2012, Nie et al. [26] proposed to use genetic algorithm to optimize parameters to generate covering array, which made a great progress. PSO is an effective heuristic search algorithm, which is also used for generating test cases in combinatorial testing [27]. In addition, ant colony algorithm [45], simulated annealing algorithm [46], and tabu search algorithm [47] are also employed to generate test cases in combinatorial testing.

C. Covering Array Generation Based on Particle Swarm Optimization

PSO is a relatively new evolutionary search technique. Inspired by the foraging behaviors of birds, researchers proposed to ask leaders in the group to guide the search of each particle. The good effectiveness and strong memory made PSO a popular technique in communication, power system, biomedical, and other fields [28].

Ahmed et al. [29] proposed an efficient strategy for variable-strength test suite generation based on PSO. In particular, they successively proposed planar particle swarm test generator (PP-STG), particle swarm test generator (PSTG), and Variable-Strength Particle Swarm Test Generator (VS-PSTG) techniques,
to respectively generate three types of covering arrays: two-dimensional, multidimensional, and variable strength, with the goal of ensuring optimal test size reduction. Chen et al. [30] developed a test case reduction strategy, which integrated PSO into pairwise testing (a special case of combinatorial testing aiming to cover all the pairwise combinations), to further reduce the size of the covering array and analyze the impact of various settings on the size of test cases. These explorations above have acquired good achievements based on which the influence of various parameters on the algorithm performance and the size of covering arrays are taken into account. Shi et al. [31] discussed the influence of inertial weight and maximum velocity on the effectiveness of PSO, and then some researchers made linear or nonlinear adjustments to related parameters, such as inertial weight or learning factor. In addition, Premalatha and Natarajan [49] presented a hybrid model of PSO and genetic algorithm to prevent the suboptimal solutions, and the experimental results showed that the proposed approach indeed outperformed the standard PSO. Furthermore, in order to search better solution and hunt the global optimum, Liu and Qiu [50] attempted to combine PSO with the Levenberg–Marquardt algorithm or the conjugate gradient algorithm, which is proven to be more effective than the adaptive PSO algorithm.

The techniques above have improved the effectiveness of these algorithms. However, it is always difficult to find the optimal parameter configuration, and unsuitable parameters may be selected at a certain step of the algorithm, resulting in a decrease in the effectiveness. To attack the above problem, researchers have successively proposed strategies for adaptive or periodic adjustment of parameters. For the issue that PSO is trapped in a local optimal when facing complex problems, a variety of other techniques are integrated into PSO, such as crossover operator, mutation operator, and particle regeneration, which effectively enhance the effectiveness of PSO [32].

III. OUR TECHNIQUE

PSO is well-suited to the covering array generation of combinatorial testing, and an inertia weight differential decrement strategy is employed to build the combinatorial testing covering arrays due to PSO’s series of advantages, including only a few parameters needed, simple principles, and fast convergence speed.

A. Testing Case Generation Based on Inertia Weight Optimizations

An advanced PSO, which is based on the inertia weight linear differential decrement strategy, differs from the classic PSO in the following aspects.

1) Compared with the traditional fixed inertia weight strategy, the particles have a stronger global search capability in the initial state, and a much stronger local search capability in the later stage also prevents particles from falling into local optimal solution.

2) Compared with the classic inertia weight linear decrement strategy, the inertia weight is the n-degree polynomial function of time in advanced PSO; thus, it changes slowly in the initial stage but rapidly in the later stage, which is advantageous for finding a global optimal solution quickly. Because the particles in PSO are randomly dispersed in solution space in the initial state, using a large inertia weight in the initial stage is important to boost the global search capability. However, as iterations increase in the later stage, the particles become closer to the optimal solution; so the local search ability needs to be strengthened gradually. Eberhart et al. [33] proposed an inertia weight linear decrement strategy based on this hypothesis, illustrated in the following formula:

$$\omega = \omega_{\text{max}} - \left( \omega_{\text{max}} - \omega_{\text{min}} \right) \times \frac{t}{t_{\text{max}}}$$  \hspace{1cm} (1)

where $t$ represents the current number of iterations, $t_{\text{max}}$ is the maximum number of iterations, and $\omega_{\text{max}}$ and $\omega_{\text{min}}$ represent the maximum and minimum values of the inertia weight, respectively.

Because the formula has a constant scope, the change of speed is always kept at the same level. This leads to an unexpected phenomenon in the PSO iteration process; that is, in the initial iteration, if the particle is in a poor position, PSO is likely to fall into local optimal solution with the iteration and the declining speed.

To avoid this phenomenon and prevent particles from falling into local optimal solution, this article puts forward an inertia weight linear differential reduction strategy based on the traditional inertia weight linear decrement strategy, which is shown in the following formula:

$$\omega = \omega_{\text{max}} - \left( \omega_{\text{max}} - \omega_{\text{min}} \right) \times \frac{t^n}{t_{\text{max}}}$$  \hspace{1cm} (2)

where the definitions of $t$, $t_{\text{max}}$, $\omega_{\text{max}}$, and $\omega_{\text{min}}$ are the same as those in formula (1), and $n$ is the exponent. Formula (2) is obtained through Algorithm 1.

The inertia weight is an $n$-degree polynomial function of the iteration times $t$ in the above formula, which is also negatively correlated to the iteration times. Fig. 1 shows a comparison of the function changes (the value of $n$ in Figs. 1 and 2). It is obvious that the initial iteration stage of advanced PSO has a slow interval of changes, which is conducive to the global search of particles. However, the later iteration stage has accelerated speed of reduction, which can achieve a quick convergence and approach to the optimal value. The function graphs of the advanced and classical PSO approaches are shown in Fig. 1.

The fitness function guides the iterative updating process of PSO and thus determines whether the PSO algorithm can find the optimal solution. Hence, it is important to set a reasonable fitness function. This article uses the combination number that

<table>
<thead>
<tr>
<th>Algorithm 1: Calculation of Linear Differential Decrement Strategy of Inertia Weight $\omega$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) $\frac{d\omega}{dt} = \frac{n\left(\omega_{\text{max}} - \omega_{\text{min}}\right)}{t_{\text{max}}}gt$</td>
</tr>
<tr>
<td>2) $\int_{\omega_{\text{min}}}^{\omega_{\text{max}}} d\omega = \frac{n\left(\omega_{\text{max}} - \omega_{\text{min}}\right)}{0 t_{\text{max}}}$</td>
</tr>
<tr>
<td>3) $\omega = \omega_{\text{max}} - \left( \omega_{\text{max}} - \omega_{\text{min}} \times \frac{t}{t_{\text{max}}} \right)$</td>
</tr>
</tbody>
</table>

in the initial stage but rapidly in the later stage, which is advantageous for finding a global optimal solution quickly.
B. Generation of Covering Array Based on Improved PSO

At the beginning of solving a problem, PSO first makes the rule that the particles are uniformly distributed in the whole solution space and makes the particles move at a certain speed in the solution space. Subsequently, each iteration causes each particle to constantly update the current state according to its own past optimal position, also known as personal best value (pBest), and the optimal position of the entire population, also known as global best value (gBest). By constantly searching in this way, each particle will gradually get closer to the personal optimal direction and the global optimal direction, so as to find the approximate optimal solution or the optimal solution of the problem.

Suppose that in a D-dimensional search space, the i-th particle represents an efficient solution to the problem, and the velocity and position of the particle \( p_{i,j} \) can be respectively represented by the vector set \( V_i \) and \( X_i \), where \( V_i = (v_{i,1}, v_{i,2}, \ldots, v_{i,d}) \) and \( X_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,d}) \). In each iteration, PSO uses the following two formulas to calculate the corresponding velocity and position of the particles:

\[
v_{i,j} (k + 1) = \omega \cdot v_{i,j} (k) + C_1 r_1 \left[ pBest_{i,j} (k) - x_{i,j} (k) \right] + C_2 r_2 \left[ gBest_j (k) - x_{i,j} (k) \right]
\]

\[
x_{i,j} (k + 1) = x_{i,j} (k) + v_{i,j} (k + 1)
\]

In the above formula, \( pBest_{i,j} \) is the optimal position (personal optimal position) recorded in the history of particle \( p_{i,j} \) under the J-dimensional solution space, and \( gBest_j \) is the historical optimal position (global optimal position) of particles in the whole search space under the J-dimensional solution space. The velocity update process in formula (3) consists of three parts: the first part is inertia, which represents the tendency of the particle to keep its own motion. \( \omega \) is called the inertial weight. The second part is self-cognition, which represents the learning and evolution ability of the particle based on its own historical optimal position. \( C_1 \) is the learning factor of the self-cognition of the particle, and \( r_1 \) is the random number of the interval [0,1]. The third part is collaboration, which represents the information exchange among all the particles in the population. \( C_2 \) is the learning factor of the collaboration part, and \( r_2 \) is the random number of the interval [0,1]. Each particle in PSO can constantly move in the solution space under the control of these three parts; in others words, these parameters guide the whole population to transition between local search and global search.

Based on the above discussion, we can gain the steps of generating a single combinatorial testing case based on the inertia weight improvement strategy. The experimental parameters used in this article, including population size, iteration times, and learning factors, are set to commonly used values recommended by Wu [34]. Algorithm 2 provides the pseudo-code description of the test case generation process.

The process of generating a single testing case is shown in Fig. 2.

For example, given a coverage array, \( CA(2, 5, 3) \), in which the covering intensity is set to 2, the number of parameters is 5, and the number of options of each parameter is 3 (i.e., 0, 1, 2), we employ the mentioned Algorithm 2 to process it and a total of 12 test cases can be delivered: (0, 0, 1, 0, 1), (1, 2, 2, 1, 1), (1, 1, 0, 0),…, of which "_" indicates that the uncertainty of the value of the corresponding parameter. Six testing combinations can be covered by \( T_1 \); thus, the fitness value of \( T_1 \) will be 6 correspondingly.

\( T_1 \) can be covered by the current test case as the fitness function of PSO.

For example, software to be tested consists of four parameters, each of which has two valid values, namely, 0 and 1. The fitness function of the software when it is covered by two-way combinatorial testing is introduced as follows: suppose a testing case \( T_1 = (1,1,0,0) \) has been generated, the two-way combination that can be covered is: \( (1, 1, _, _), (1, _, _, 0), (1, _, _, 0), (_, 1, _, _), (_, 1, 0, _), (_, 1, 0, _), 6 \) in total, of which "_" indicates that the uncertainty of the value of the corresponding parameter. Six testing combinations can be covered by \( T_1 \); thus, the fitness value of \( T_1 \) will be 6 correspondingly.
Algorithm 2: Generation of a Test Case Using PSO, of Which the Inertial Weight is Optimized.

**Input:** params \( n \), Corresponding values \( v_i \), Combination to be covered \( S \).

**Output:** Optimal test cases \( gBest \).

1. \( it = 0, size = 80, iteration = 250 \),
2. \( C_1 = C_2 = 1.3, gBest = NULL \)
3. for each particle \( p_i \) do
4. Random initialization for position \( \chi_i \) and velocity \( \upsilon_i \)
5. end for
6. while \( it < \) The preset maximum number of iterations do
7. for each particle \( p_i \) do //Adaptive value evaluation stage
8. Calculated adaptive value \( fitness(p_i) \)
9. If(\( fitness(p_i) = C(n, t) \))
10. return \( p_i \)
11. The particle with the maximum fitness value in the population was updated to \( gBest \), and the historical optimal position of particle \( i \) was updated to \( pBest_i \)
12. end for
13. for each particle \( p_i \) do // Update location and speed
14. Introduce the inertial weight adjustment strategy
15. Use (3) and (4) to update particle velocity and position
16. Deal with maximum speed and boundary issues
17. end for
18. \( it = it + 1 \)
19. end while
20. return \( gBest \)

\[ (1, 1, 1, 2, 0), (0, 1, 0, 1, 2), (2, 0, 2, 2, 2), (2, 2, 0, 0, 0), (1, 0, 0, 1, 0), (2, 1, 1, 1, 1), (1, 2, 1, 0, 2), (0, 2, 2, 2, 0), (1, 1, 0, 2, 1), \]
\( (2, 1, 2, 0, 1) \). Similarly, if the covering intensity is set to 3, a total of 38 to 41 test cases \(^1\) can be obtained by feeding CA(3, 5, 3) to Algorithm 2.

C. Simulated Annealing Strategy

The inertia weight adjustment strategy of PSO can effectively reduce the scale of the covering array while ensuring the running time of the algorithm. To further improve the performance of PSO combinatorial testing covering array generation, this article introduces a simulated annealing strategy to enhance the existing strategy. We will give the details concerning how to integrate a simulated annealing strategy into the existing PSO covering array generation in detail.

Simulated annealing (SA) is an algorithm inspired by thermodynamic behaviors [35] and simulates the physical process of metal cooling, the physical principle of which is that, for a metal that is at a high temperature and needs to currently cool down, the cooling process is also the process of reducing the internal energy in the object. In general, the greatest strategy is to quickly reduce the object’s temperature. However, the rapid cooling rate makes establishing a stable crystalline state difficult for the object, and the object cannot minimize its internal energy. One potential idea is to enable slow cooling to make sure each particle in the metal has sufficient time to choose the best position, arrange closely and orderly and thus progressively build up a stable crystal state. Considering such a physics process and the mathematical algorithm comprehensively and applying the former to the issue of finding the optimal solution, the simulated annealing algorithm came into being. The simulated annealing algorithm starts from a higher initial temperature and, with the continuous decline of temperature parameters, randomly searches the global optimal solution of the objective function in the solution space based on the probability jump characteristics, that is, jumping out of the local optimal solution with a certain probability and finally approaching the global optimal solution.

Since simulated annealing can avoid local optimal solution problems by accepting a bad solution, it has achieved extensive success in solving complex optimization problems. A simulated annealing algorithm starts from a higher initial temperature and, with the continuous decline of temperature parameters, randomly searches the global optimal solution of the objective function in the solution space based on the probability jump characteristics, that is, jumping out of the local optimal solution with a certain probability and finally approaching the global optimal solution. As a result, SA is regarded as a global optimal algorithm in theory.

The simulated annealing process starts with the initial feasible solution, sets an initial temperature \( T_0 \), and interferes with the algorithm’s solution generation by controlling the change of the temperature \( T \). Through the structure iteration, simulated annealing interferes with a candidate solution until the temperature \( T \) reaches a preset value lower than the stopping standard. In this process, a new candidate solution is selected from the neighborhood of the current solution through each iteration. Based on the comparison of these solutions, the best solution will be selected as the current new solution. In some scenarios, the algorithm can accept a bad solution with a certain probability to avoid local optimal value and continue to find a better solution.

The simulated annealing algorithm needs to set the following parameters.

For example, Fig. 3 shows a simple optimization process of simulated annealing. The red point is a local best point. When running to the red point, the algorithm will advance with a certain probability and accept the inferior solution until it finds the green point. At this time, the simulated annealing process ends and the temperature is also reduced to 0.

The simulated annealing algorithm determines whether to replace the optimal solution with the new solution generated by the selection according to the Metropolis criterion, as illustrated in the following formula:

\[
P_i(n) = \begin{cases} 1, & E_i(n) \geq E_a \\ \frac{e^{\frac{E_a-E_i(n)}{T_i}}}{1-e^{\frac{E_a-E_i(n)}{T_i}}}, & E_i(n) < E_a \end{cases}
\]

\(^1\) These test cases are not listed here due to the limited space.
where $E_i(n)$ represents the internal energy of the $i$th particle at the $n$th iteration, that is, the fitness value of the current particle. $E_g$ represents the most advantageous internal energy in the current population. $T_i$ indicates the current temperature value, and each iteration process can result in the controllable linear decline of $T_i$ to a certain extent. The optimization process of the simulated annealing method aims to achieve constantly slow cooling and search for new solutions. If the energy $E_i(n)$ in the current particle exceeds the most advantageous internal energy $E_g$ of the current population, the probability of this particle entering the current position will be directly set to 1, that is, it will definitely enter. On the contrary, if the energy $E_i(n)$ in the current particle is less than the most advantageous internal energy $E_g$ of the current population, the particle will enter the current position with a certain probability.

D. PSO-SA: A Novel Technique for Effectively Generating Covering Array

In the traditional PSO algorithms, the flying speeds $v$ of particles are controlled in a certain range; thus, the particles are prevented from moving in a large deviation to avoid affecting the convergence speed and optimization results of the whole population. In the early stage of the algorithm execution, the convergence speed is high, and it might reach the extreme value quickly. However, after a period of execution, the speeds of all particles are near to 0, the capability of position updating becomes weak, and the convergence speed decreases or even stops. Hence, particles in PSO are prone to fall into local optimal. If a particle moves to a better position than the current position, which is also an optimal position for the global, the particle will send signals to the population. Consequently, the subsequent iteration process will be carried out based on this confusing location, and the optimization process may fall into the local optimal solution. This phenomenon is called “premature convergence.”

PSO simulates the birds’ behavior of hunting for food together. Although PSO does have a great advantage over other algorithms, there are still several limitations in its later stage, for instance, being prone to fall into local optimal solution, being prone to diverge, suffering from premature convergence, etc. These long-standing challenges remain the attention of researchers, and they find that the accuracy of PSO can be improved by modifying its parameters. However, for different optimization problems, various settings will lead to different results, and no optimal combination of parameters can be suitable for all cases. In other words, the best parameter selection in one optimization issue may not be the greatest choice in another issue.

To enable PSO to jump out of the local optimal position as much as possible, this article introduces a simulated annealing strategy so that particles can jump out of the local optimal solution by receiving the poor solution with a certain probability. The simulated annealing algorithm is likely to obtain high-quality solutions at the cost of a slow convergence rate. In particular, when facing large-scale optimization challenges, the simulated annealing algorithm has extremely low efficiency. Therefore, it will take a lot of time to obtain the high-quality approximate optimal solution when using simulated annealing to solve the problem, which reduces its advantage significantly; thus, the simulated annealing algorithm fails to gain a wide practical application. To address this problem, the annealing rate can be adjusted appropriately to lower the running time of the algorithm.

There are two essential mechanisms for the simulated annealing algorithm: first, accepting the bad solution with a certain probability, and, second, simulating a cooling annealing process of high-temperature metals. These mechanisms allow SA to accept not only the solution that improves the fitness value of the objective function but also the solution that probably worsens the fitness value at a certain probability.

Many researchers and algorithm enthusiasts have made a series of improvements to PSO since its birth [48]. These attempts mainly seek to improve PSO speeds and the updating diversity of locations, maintain the evolutionary capability of the algorithm during the optimization process, thus avoid falling into the local optimum, and search the global optimal solution.

It is imperative to make the particles jump out of convergence and fly to other areas to search again when premature convergence occurs so that PSO can continue finding the global optimal solution. The aforementioned simulated annealing algorithm offers a solution to the challenge outlined above. SA algorithm takes effect before the particles accept the new solution, which enables the optimization process to not only accept a better solution but also accept a bad solution with a certain probability. Such capability can effectively alleviate the premature appearance of PSO.

To improve the performance of the whole optimization process, we propose a novel PSO algorithm based on simulated annealing strategy (PSO-SA), which integrates two algorithms through applying the simulated annealing algorithm’s ability to accept bad solutions with a certain probability to PSO. The overview of the PSO-SA is shown in Fig. 4.

When the traditional PSO algorithm generates the covering array of combinatorial testing, the fitness function is defined as the number of combinations that can be covered in the uncovered area. This metric only considers the optimal test case in the current iteration process but ignores the relationship between the current generated test case and the existing test suite.

Table I provides two constructions of the covering array CA ($N; 2, 3^2$). By calculating the fitness value, it can be found that the first three items of the two constructions can cover $C(4, 2) = 6$.
different two-way combinations. But when generating the fourth testing case, the value between any two parameters in Method 2 has been covered. We randomly select a test case (1, 0, 1, 2). Because (1, _, 1, _) has been covered before, we fail to find a test case that can cover six different two-way combinations in the fourth case. In Construction 1, we can find (1, 0, 1, 2) to cover six combinations. The generation of combinatorial testing covering array aims to find the smallest covering array. Construction 2 cannot get the minimum covering arrays, which is not expected to be seen in the combinatorial testing. Therefore, when taking into account the PSO-SAX algorithm with the testing case evolution strategy (one test at a time), we should also consider other factors in addition to the number of combinations that test cases can cover.

Given this problem, this article introduces a novel fitness value measurement strategy proposed by Wu et al. [34], to enable the test case to be more compact. The average Hamming distance is employed to measure the “tightness” between a test case and an existing set TS. This article defines the Hamming distance $d_{1,2}$ between testing case $t_1$ and $t_2$ as the number of parameters with different values between the two testing cases, among which the number of test cases in the test suite $TS$ is represented as $|TS|$. The average Hamming distance between $t$ and $TS$ is defined as follows:

$$H(t, TS) = \frac{1}{|TS|} \sum_{k \in TS} d_{tk}. \quad (6)$$

By improving the global optimal position, PSO selects the global optimal solution from the candidate solutions with the maximum coverage of the uncovered combinations (with the maximum fitness value), and its distance metric is the mean Hamming distance.

This section introduces a simulated annealing strategy to improve the PSO algorithm and proposes a covering array generation method based on this algorithm. The general logic framework of this approach consists of two components: the testing environment construction and the actual testing, as shown in Fig. 5.

The testing environment construction component leads the whole process of generating the combinatorial testing covering arrays. This component models the system under test (SUT) and converts the influencing factors of the actual testing system into mathematical parameters. Then, the static logic analysis is carried out on the SUT to clarify the covering intensity and the system constraints. Finally, a set $S$ of combinations to be covered can be obtained. For example, through the construction of the testing environment, the covering is conducted on the combination CA (2, 10, 10), where the covering intensity value is 2, the number of parameters is 10, and each parameter’s option is also 10.

The actual testing component is the crux of the combinatorial testing method. Based on the previous testing environment construction, the final covering array is generated by combining the PSO-SAX algorithm with the testing case evolution strategy (one test at a time). Specifically, the particle position and velocity are first initialized, and a test case is generated by the PSO-SAX. Then, the “one test at a time strategy” is adopted to remove the combinations that can be covered by the test case from $S$. Finally, the preceding steps are repeated until all combinations in $S$ are covered or the maximum number of iterations is reached.

Generating a test case based on the PSO-SAX includes the following steps:

**Step 1:** Initialize the position of all particles.

**Step 2:** Set the initial temperature $T_0 = f_{\text{max}} - f_{\text{min}}$, where $f_{\text{max}}$ and $f_{\text{min}}$ are the maximum and minimum fitness of the initial population respectively.

**Step 3:** Set $gBest$ as the current position and $gBest$ as the optimal particle position in the particle swarm to evaluate the particle fitness value.

**Step 4:** Update the particle position and speed according to the particle swarm formula.

**Step 5:** Generate a new position randomly for the particle and calculate the difference $VC$ of the adaptability between the old and the new positions.

**Step 6:** If $VC < 0$, the particle enters the new position; if $VC = 0$, conduct the global optimal position judgment. Otherwise, execute the next step.

---

**TABLE I**

<table>
<thead>
<tr>
<th>Construction 1</th>
<th>Construction 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>0 1 1</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>0 2 2 2</td>
<td>2 2 2 2</td>
</tr>
<tr>
<td>1 0 1 2</td>
<td>- - - -</td>
</tr>
</tbody>
</table>
Step 7: Generate the random number \( r \) between \((0, 1)\), if \( r < \min \left[ 1, \exp \left(-\frac{\text{VC}}{t}\right) \right] \), the particle enters the new position, and then perform Step 4 again.

Step 8: Annealing operation: \( t = 0.9 \times t \).

Step 9: Determine whether the optimization process reaches the maximum iteration times; if it does, go to Step 10; otherwise, go back to Step 3.

Step 10: Output the complete testing case.

IV. CASE STUDIES

A. Effectiveness Evaluation of W-PSO

To verify the effectiveness of the PSO based on the inertia weight linear differential decrement strategy (W-PSO) to generate combinatorial testing cases, we randomly select 10 representative covering arrays in previous researches for analysis. The covering arrays are shown in Table I and include the covering array of any strength. Considering the randomness of PSO, we repeat each algorithm 20 times in each covering array and then report the average and minimum of the scale of the generated covering arrays.

We choose four PSO algorithms, PSO, PSO-1, adaptive particle swarm optimization (APSO), discrete particle swarm optimisation (DPSO), as baselines to compare them with the W-PSO algorithm. The PSO algorithm adopts fixed inertia weight; PSO-1 adopts inertia weight linear decrement strategy; APSO algorithm [36] uses self-adaptive adjustment strategy proposed by Zhan for learning factors; DPSO algorithm [33] is a discrete PSO algorithm proposed by Wu.

The W-PSO (the square of iteration times) algorithm is compared with PSO (with the fixed inertia weight as 0.7), PSO-1 (inertia weight linear decrement strategy), APSO algorithm, and DPSO algorithm. This article analyzes the minimum and average scale of covering arrays generated by these five algorithms and verifies whether the W-PSO algorithm has better optimization effectiveness on the covering array generation for combinatorial testing. Table II shows the minimum and average scale of the first four algorithms to generate the covering array, as well as the minimum size of the DPSO algorithm to generate the covering array. The number in brackets represents the time (seconds) that the algorithm spends.

Table II shows the minimum and average scale of covering arrays generated by the five algorithms. Black font indicates the significant difference between the five algorithms in generating the smallest covering array. Based on the performance of these five algorithms, we can find that the W-PSO algorithm generates a smaller covering array compared with PSO, PSO-1, and APSO algorithm in 50% situations (that is, CA\(_4\), CA\(_5\), CA\(_7\), CA\(_8\), and CA\(_{10}\)) and has no worse than the existing results in 90% situations. Although the DPSO algorithm generates a smaller covering array scale than the W-PSO algorithm under large covering requirements, it takes almost 10 times as much time as the W-PSO algorithm, thus increasing the testing cost significantly. The W-PSO algorithm generates similar covering arrays to those generated by the DPSO algorithm in a very short time. Besides, W-PSO is more likely to generate smaller covering arrays when the covering requirement is greater than 4; as a result, it can be concluded that under the high covering requirements, the performance of W-PSO performs better than the traditional PSO and the PSO based on the inertia weight linear decrement strategy.

In addition, in the aspect of the average scale of generating covering arrays, W-PSO algorithm performs slightly better than PSO algorithm and PSO-1 algorithm in 80% (8/10) situations.
TABLE III

<table>
<thead>
<tr>
<th>Coverage matrix</th>
<th>PSO</th>
<th>PSO-I</th>
<th>W-PSO</th>
<th>APSO</th>
<th>DPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>mean</td>
<td>min</td>
<td>mean</td>
<td>min</td>
</tr>
<tr>
<td>CA1</td>
<td>14</td>
<td>15.1</td>
<td>14</td>
<td>14.7</td>
<td>14</td>
</tr>
<tr>
<td>CA2</td>
<td>44</td>
<td>44.3</td>
<td>43</td>
<td>44.2</td>
<td>43</td>
</tr>
<tr>
<td>CA3</td>
<td>21</td>
<td>22.17</td>
<td>21</td>
<td>22</td>
<td>21</td>
</tr>
<tr>
<td>CA4</td>
<td>158</td>
<td>158.6</td>
<td>158</td>
<td>159.7</td>
<td>157</td>
</tr>
<tr>
<td>CA5</td>
<td>26</td>
<td>27.3</td>
<td>26</td>
<td>27</td>
<td>25</td>
</tr>
<tr>
<td>CA6</td>
<td>95</td>
<td>99.2</td>
<td>95</td>
<td>96.7</td>
<td>94</td>
</tr>
<tr>
<td>CA7</td>
<td>92</td>
<td>94.7</td>
<td>92</td>
<td>93</td>
<td>89</td>
</tr>
<tr>
<td>CA8</td>
<td>120</td>
<td>121.6</td>
<td>119</td>
<td>120.8</td>
<td>117</td>
</tr>
<tr>
<td>CA9</td>
<td>131</td>
<td>132.2</td>
<td>131</td>
<td>133</td>
<td>131</td>
</tr>
<tr>
<td>CA10</td>
<td>205</td>
<td>209.6</td>
<td>210</td>
<td>211</td>
<td>204</td>
</tr>
</tbody>
</table>

and better than APSO algorithm in 100% (10/10) situations; W-PSO algorithm is significantly better than APSO algorithm in 60% (6/10) situations of covering array generation.

B. Effectiveness Evaluation of PSO-SA

This article develops a series of optimizations and improvement strategies for the PSO algorithm of the generation of combinatorial testing covering arrays, including optimizing the inertia weight value strategy, introducing a simulated annealing strategy, and optimizing the same fitness value through the Hamming distance. To evaluate the effectiveness of the proposed strategy, we design the following experiments to compare our proposed strategy with many other counterparts.

Experiments in Section IV-B have demonstrated the optimized inertia weight linear differential reduction strategy’s advantages compared with baselines. This section mainly researches the effectiveness of other approaches on the generation of combinatorial testing covering arrays. We will focus on two research questions (RQs):

RQ1: Does the proposed PSO-SA algorithm generate a smaller covering array?

RQ2: Whether the optimized global optimal position evaluation strategy optimizes the algorithm?

To explore these two RQs, in addition to the APSO algorithm in Section IV, PSO-CL [37] and PSO-DMS [38] algorithms are also implemented to generate covering arrays and compared with the proposed PSO-SA algorithm. The experiments are conducted on Windows 10 operating system, with the i7-6700k processor and 16-GB memory.

The main objective of generating combinatorial test cases is to build a test suite with strong covering capability, i.e., covering arrays. Thus, the primary challenge is how to generate smaller covering arrays without loss of covering capability. To compare the performance of the selected algorithms with our proposed PSO-SA, this article carries out extensive experiments in terms of the scale of generated covering arrays. This section complements six additional classical covering matrices with variable strength [34], as shown in Table IV. The scale of classical covering matrices with variable strength is the addition of covering arrays’ scale generated under different covering intensities. To avoid the influence of random factors on the experimental results during execution, each covering matrix is executed 20 times independently, and the minimum and average sizes of the generated covering arrays are collected.

The experimental design of this section adds two groups of comparative experiments, namely, PSO-CL and PSO-DMS. Table V shows the experimental results of the minimum scale and time consumption of the covering array generated.

Table V shows the minimum scale of PSO algorithm, W-PSO algorithm, APSO algorithm, DPSO algorithm, PSO-CL algorithm, PSO-DMS algorithm, and PSO-SA algorithm in the 20 generations of combinatorial testing covering arrays, where the numbers in parentheses indicate the running time (in seconds). Overall, it can be seen that the PSO-SA algorithm performs better than other algorithms.

The covering arrays generated by PSO-SA are the minimum of seven algorithms in 56% (9/16) situations, and it is no worse than the other six algorithms in 87.5% (14/16) situations. For example, in terms of the comparison between PSO-SA and APSO, the PSO-SA algorithm is better than the APSO algorithm in 87.5% (14/16) situations and is no better than the APSO algorithm in 93.75% (15/16) situations. As for the comparison between PSO-SA and DPSO, the PSO-SA algorithm is better than the DPSO algorithm in 81% (13/16) situations and is no better than the APSO algorithm in 93.75% (15/16) situations.
From the viewpoint of time-consumption, the PSO algorithm and W-PSO algorithm cost the least time, and the PSO-SA algorithm consumes much more time. The reason is that the improved global optimal position evaluation and simulated annealing process need to consume more computing. Thus, this article can reasonably recommend the algorithm: PSO-SA algorithm can be used in the case of the minimum testing case set; the W-PSO algorithm can be used in the case of the need to get the better testing case set in a short time.

To demonstrate the PSO-SA algorithm’s capability to generate combinatorial testing covering arrays more intuitively, we also compare PSO-SA with baselines through a line graph in Fig. 6, where the ordinate represents the difference between the minimum size of the covering array generated by each baseline algorithm on various covering matrices and that of the PSO algorithm.

Fig. 6 shows the capabilities of five algorithms to generate the minimum covering arrays. The comparison results of various algorithms show that the PSO-SA algorithm is better than other algorithms in covering matrix CA_4, CA_8, CA_{10}, VCA_{14}, and VCA_{15}, but it is inferior to the PSO algorithm in the covering matrix VCA_{12}. It indicates that the proposed PSO-SA algorithm can generate a smaller covering array in most cases. In other words, the limitations and challenges faced by traditional PSO techniques as well as the improvement brought by our novel approach are clearly illustrated in Fig. 6, and the contrasts further confirm the effectiveness of PSO-SA.

C. Threats to Validity

Despite the fact that promising results have been obtained by using our novel technique, there are still some factors that can influence our experiments in Section IV. For example, to generate combinatorial testing cases, we select ten representative covering arrays in previous researches for analysis, and the randomness could lower the generality of our evaluation. Besides, more projects (i.e., arrays) could be included in our datasets for the expansion of our experiments domain.

V. CONCLUSION

PSO has been intensively studied by researchers for its advantages of easy implementation and fast convergence in test case generations of combinatorial testing. However, PSO tends to fall into local optimization. To overcome this challenge, this article proposed PSO-SA, a novel PSO algorithm based on the SA strategy, to generate covering arrays of any covering intensity.

The article optimized the inertia weight of PSO, proposed and applied the inertia weight differential decrement strategy to the generation of combinatorial testing covering arrays, compared it with four PSO algorithms, and proved that the proposed strategy can generate a smaller covering array.

We applied the PSO-SA algorithm to the generation of combinatorial testing covering arrays. Through the multiple comparative experiments, we proved that this strategy can reduce the covering array scale effectively.

In future, we will continue enhancing combinatorial testing from many aspects, including further improving the capability of PSO to jump out of locally optimal solutions, reducing the scale of covering arrays, and better understanding the application scenarios of combinatorial testing.
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